Relaxing the Additivity Constraints in Decentralized No-Regret EPFL — - —

ENS DE LYON

High-Dimensional Bayesian Optimization

Anthony Bardou'?, Patrick Thiran', and Thomas Begin’

1IC, EPFL, Lausanne, Switzerland — ENS Lyon, Université Lyon 1, CNRS, Lyon, France
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scalably, even when the additive decomposition has a large MFS.
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