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Bayesian Optimization

High-Dimensional BO with Additive Structure

The usual algorithms optimizing the acquisition function are prohibitive
in high-dimensional spaces. To reduce the complexity, one can as-
sume an additive decomposition f =

∑n
i=1 f

(i), with each factor f (i)

being a GP with kernel function k(i).

GP-UCB is optimized on each f (i) in parallel, leading to
the optimization of ϕt(x) = µt(x) + β

1/2
t

∑n
i=1 σ

(i)
t (x).

This also ensures no-regret performance. However:

•
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i=1 σ
(i)
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(
σ
(i)
t (x)

)2
= σt(x), leading

to over-exploration

• This strategy is less prohibitive if the additive decom-
position is assumed to have a low Maximum Factor
Size (MFS)

The Big Questions

• Can we address the decentralized GP-UCB over-exploration issue?

• Can we relax the low-MFS assumption in no-regret high-dimensional BO?

A New Acquisition Function

Through message-passing in the factor graph, a factor f (i) can access
information from the set Ni of factors that share at least one input di-
mension with it. We propose
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Theorem σt(x) ≤
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≤
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t (x) for

any factor graph.

DuMBO

We propose DuMBO, an algorithm that optimizes the augmented La-
grangian of ϕt, that is Lη(x(1), · · · ,x(n), x̄,λ) where
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ϕ
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DuMBO uses ADMM to optimize Lη in a decentralized fashion and
scalably, even when the additive decomposition has a large MFS.

Theorem Under a mild assumption, ϕt is a restricted prox-regular func-
tion and Lη satisfies the Kurdyka- Lojasiewicz condition.

Corollary ADMM can always find xt+1 = argmaxx∈D ϕt(x) [1].

Asymptotic Guarantees

Theorem DuMBO has a lower regret bound than the regret bounds
of some decentralized no-regret high-dimensional BO algorithms (e.g. [2]).

Corollary DuMBO ensures no-regret performance.

Numerical Results

Excellent empirical performance on synthetic and real-world problems.
When the decomposition is provided instead of being inferred, DuMBO
achieves even better performance (see ADD-DuMBO).

Summary

• Exploiting the factor graph of the decomposition can prevent over-exploration

• Some acquisition functions can be optimized by ADMM without weakening BO
asymptotic guarantees

• DuMBO is a high-dimensional BO algorithm that offers simultaneously a no-regret
guarantee and excellent empirical performance.
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