Epidemic Learning: Boosting Decentralized Learning

with Randomized Communication

Martijn de Vos, Sadegh Farhadkhani, Rachid Guerraoui,
Anne-Marie Kermarrec, Rafael Pires, Rishi Sharma

Motivation EPFL, Switzerland
Decentralized Learning Learning Topology
1. Peer-to-peer network of n nodes 1. Topology affects the convergence speed
2. Data stays where it is produced 2. Convergence can be boosted through
3. Neighbors iteratively train and randomization
exchange models 3. Randomization through peer-samplers!']
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e Balanced

 Global coordination .
1. Linear speedup

* First term: preserved from D-PSGD.2]

EL-Oracle (forming a s-regular graph) 5. Transient iterations
Pound k Pound k + 1 * Superior second term: 0("3/52)
e Number of rounds for the first term to dominate
* Local decision 3. Assumptions
» (Slightly) unbalanced * Smooth non-convex loss with bounded stochastic

noise and data heterogeneity

EL-Local (forming a s-out graph)
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