ATA-INTENSIVE APPLICATIONS AND SYSTEMS

Proteus: taming heterogeneity through virtualization & JIT adaptivity

Data-Intensive Applications and Systems Laboratory
Catching up with an Evolving Landscape Data, Hardware & Workload Virtualization

Hardware

NVMe
1B
-+ NVMe

SIMT, SIMD
Parallel, NUMA
Distributed

Transactions
@ <
}' \, HTAP
Analytics % —
Workload

Next generation systems must adapt Virtualize and JIT specialize to remove overheads

Elasticity & Isolation in Heterogeneous HW Adaptively Navigating the HTAP Spectrum

Task-parallel
.
archipelago

Isolated Hybrid-Access Hybrid-Compute Collocated
e —p = s i — — —

Storage

OLAP 1| Data-para||e|
Fetch Fresh = | (archipelago

Data

HW to performance isolation via logical partitioning  Reconcile fresh data movement with HW efficiency

Heterogeneous Hardware Heterogeneous Data
intra-operator ™ Query
Y Operator tuning is p-architecture specific
» Tune operators to memory hierarchy specifics ﬂ CUStOm ize Qccess path per f||e

>1

%
intra-device & *‘—

L Portability clashes with specialization
L |nject target-specific info using codegen
[ [ [ ] j 77 7/

Raw files as native storage

e

— - inter-device
‘ o . = Limited device inter-operability
“ Encapsulate heterogeneity and balance load

Adapt to underlying data

Traits in Heterogeneous Servers

control data
gpué>cpu M (. heterogeneity | granularity (un)pack
router @ parallelism locality ) mem-move
Encapsulate transitions in operators
Efficient execution via Accelerator-level Parallelism Adapt access paths to data & queries
Fast Analytics on Fresh Data through JIT Code Generation & GPU-acceleration
Code Generation Runtime & Execution on

HTAP snapshotting &

access paths GPU-accelerated servers
GPU »
e backend []D
Data. format access paths ' back-ends inject »
& internal structures ) ¥ o .
| target info 51| &
* s e

Hardware-specialized
algorithms & mappings/

proteusdb.com




