
Summary

How is Entity Linking Performed?
• Dictionaries/alias-tables for high-quality 

candidate generation

• Supervised learning via informative 
features

• Sophisticated models on labelled data
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What is Entity Linking?

Fundamental NLP task with many applications
• Information extraction
• Automatic KB construction
• Enabling network navigation

Unsupervised Entity Linking with Eigenthemes

Relationship between Eigenthemes and Gold Entities

!!! =	Michael_Jordan_(basketball_player)
!!" =	Michael_Jordan_(computer_scientist)
!!# =	Mike_Jordan_(racing_driver)
!!$ =	Michael-Hakim_Jordan

!"! =	Natural_Science
!"" =	Applied_Science
!"# =	Science_(album)
!"$ =	Life_Science
!"% =	Science_(journal)

Michael Jordan is one of the leading figures in 
machine learning. In 2016, Science reported him 
as the world's most influential computer scientist.

Ø Prior Ø Local/Global context

Ø XGBoost Ø Deep neural networks

Unaddressed Research Questions
• Absence of annotated/labelled training data

• Ability to operate at Web Scale

Unsupervised Entity Linking
• Absolute “absence” of annotated data

– Specialized domains: medicine, law, etc.
– Proprietary KGs

• Accessible resources:
– List of entity names, or “aliases”
– Reference KB

Challenges
• No module can make use of annotated data!

Candidate generator using dictionaries
Features (e.g. prior probability)
Aligned entity and mention embeddings
Training supervised models
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Fully unsupervised
Light-weight and scalable
Explainable
Language agnostic

Results: CoNLL Dataset
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Hyperparameter Tuning & Analysis
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