
Revisiting Ensembling in 
One-Shot Federated Learning

Motivation

Fens: Hybrid of FL and OFL

1. Iterative training of models
2. Generally, achieves good 

accuracy
3. Significant communication costs

Evaluation

Federated Learning 
(FL)

Training in Two Phases Fens: Key Properties
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1. One round of transfers
2. Low communication costs
3. Accuracy drop compared 

to FL

One-Shot Federated 
Learning (OFL)

Phase 1: One-Shot 
Local Training

Phase 2: Iterative 
Aggregator Training

How do we neatly combine the two to achieve best of the both?

Fens stacks an aggregator model (a neural network) 
atop client local models in the ensemble

1. MLP suffices as the 
aggregator

2. Size of aggregator << 
Size of client model

3. Phase 2 induces very 
low additional 
communication costs

1. Stacked model is trained 
on two separate 
partitions of local data

2. Aggregator training 
effectively resolves 
biases of client local 
models [1]

3. Stacking significantly
improves generalization

Low comm. costs Improved generalization
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