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What are Unseen Objects?

Fusing Local S|m|I rities for Retrleval based 3D
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* Never observed during training .

Training Objects
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3D Orientation Estimation

* Given a previously unseen object, we predict
the category label and 3D orientation by using
a retrieval-based method.
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Quantitative Results

* We conduct experiments on three datasets, LineMOD,
LineMOD-Occluded, and T-LESS.

* For LineMOD and LineMOD-0O, we split images to three groups
according to the contained objects. We use two groups as
training data and the other one as testing data.

Given a pair of images, we use a siamese network to
extract multi-scale local features.

We present an adaptive fusion module to convert local
feature similarities to a single image similarity score.

Multi-scale Feature Extraction Adaptive Fusion * For T-LESS, we test the methods using the models pretrained
Py p— on LineMOD.
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w LD 9450 8.63  89.57 1247 9147 522 9185 8.77
NetVLAD 100.00 36.11 9866  20.33 9935 2338 99.34 2661
_________________ Tt S | ] PFS  100.00 631 99.19 665 99.46 554  99.55 6.17
'...— .. \ oise . Mask out MPE 9194 3896 6647 4146 8772 61.62 8204 47.35
: | GDR-Net 99.89 4.61 99.28 482 9931 502 99.49 4.82
:...- ... Single | Ours  97.49 89.55 9490 79.04 93.67 7596 9535 81.52
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| _exp(h(F;, ©))Osigmoid(q(F}, 6)) E * Weights are learned in an HOG 060 060 0.8 018 525 525 201 201
"™ Y exp(h(F}, w))Osigmoid(q(F;, 0)) i unsupervised manner. LD 3221 625 2656 326 2457 457 2778  4.69
NetVLAD 51.60 2432 4220 1805 3656 18.84 43.45 20.40
Fast Retrieval PFS 7140 625 60.88 13.15 54.67 4.68 6232 8.73
MPE  40.47 2256 2731 520 3506 1822 34.28 15.33
* A naive image retrieval strategy compares query with GDR-Net 63.37 3.2 5531 297 4991 239 5620 2.83
every reference. Given N objects with R references Ours 6492 60.75 5651 5241 5247 37.85 ©57.97 50.34
each, the cost of O(NR) quickly becomes unaffordable as - N B e B B —
N and R increase. Acc. (%) 7422 2419 5646  17.92  66.88 11.89 78.73

Global Sim vs. Local Sim

* We prevent the network from learning

object-specific features by computing multi-
scale local similarities between the query
image and reference images.
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Our Method

We design a fast retrieval strategy, which is around 60
times faster than the naive one.

Ablation Studies

* The accuracy significantly decreases when local similarities

Algorithm 1: Fast Retrieval

are replaced by the global similarity in our framework.

Similarity
Score
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Input: Isc, Zres, Rrer = {R1,Ra2, -
Output: iref, Rsrc

Sample k.. anchors from Z,.s using FPS;
Estimate similarities using Eq. 2;
Initialize ire # as the most similar anchor;
J=1

repeat

, 11 until iref converges;
Feature maps 12 Determine R,. as ﬁ.ref € Rref-

-y RR}, kac, R Anchor 100

* Greedy Search vs. our Fast
Retrieval

87.54 87.08 87.13 88.06 83.53

Initialization -> Comparing
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95.93
30.74

89.55
0.42

Acc. (%)
Time (s)

Define a search space around I,. s with a radius of |R/ 27 1; 20+
Compute anchors using FPS;
Estimate similarities using Eq. 2;
Update ire £

J++;

g\ O\o‘&\ \»\‘?)\ (\6\ @(L\ o ‘»\6\ Q,(L\
- ® \)\ (\'b

Scale configuration

Update -> Comparing
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