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Data Curation Primarily Targets the 
English Language

● High-quality data is a basis for strong LLMs

● Top English datasets (FineWeb-Edu and DCLM) demonstrate 
performance of model-based methods over heuristic methods

● However, the leading multilingual dataset (FineWeb-2) uses 
heuristic methods

● Challenge: how to scale model-based methods to other 
languages?

Scaling Model-Based Data Curation 
Across Diverse Languages

●Goal: identify structured and knowledge-rich documents

● Use a set of positive (Multilingual Knowledge Collection) and 
negative (FineWeb-2) representative samples:

● Select highest scoring data using model-based methods:
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Enhancing Multilingual LLM Performance

● Multilingual pretraining performance in 5 languages is higher 
compared to monolingual models under the same token 
budget

More Ablations, Code, and Dataset in 20 
Languages

Paper Code Dataset

Selecting the Right Dataset and Methods

● Left: Multi-Layer Perceptron with MKC+ dataset provides 
highest performance

● Right: Diverse classifier training datasets are crucial for 
selecting high-quality data

Comparing the Approach to Existing 
Datasets

● 6x fewer tokens needed to match FineWeb-2 performance 
and higher performance when fully trained

● Approach transfers to English and outperforms FineWeb-Edu 
and DCLM
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